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ANALYSIS OF SURVIVAL DATA FROM 

TELEMETRY PROJECTS 

CHRISTINE M. BUNCK 

Telemetry is an increasingly popular method for 
studying animal movements and habitat use. Ad- 
ditionally, telemetry provides a means for studying 
survival and causes of mortality. In this paper I will 
be describing some statistical techniques which can 
provide valid estimates of survival rates based on 
data from telemetry studies. 

Two basic study schemes are used to observe sur- 
vival time. In the first, observations on all animals 
begin at the same time. In some instances time origin 
will correspond to some biologically meaningful date 
such as average fledging date, but often time origin 
is simply the beginning of the study. In practice it 
is often impossible to mark all animals in one day, 
but the period of capturing and marking should be 
as short as possible. In the second study scheme 
animals enter the study periodically. For wildlife 
studies this scheme will probably be more common 
than the first. 

The techniques I will describe can be applied to 
lifetime data as recorded under the first scheme. 

Some, but not all, of these techniques generalize to 
the second scheme. The following five assumptions 
apply: 

Assumption 1) The sample is representative of 
the population to be studied; requires that trap- 
ping techniques result in random captures from 
the population without age bias, sex bias, etc. 
Assumption 2) Survival is not influenced by ra- 
dio-marking; if not, study will give a biased es- 
timate of population survival rate. 
Assumption 3) The fate of each animal studied 
is independent of the fate of any other animal 
studied; would not be the case for nestlings. If a 
predator finds the nest, all or most of the nestlings 
will probably die. Similarly, the fate of a young 
animal is closely linked to its mother's fate in many 
instances. 

Assumption 4) Censoring [censoring occurs when 
an animal's fate becomes unknown (e.g., when its 
transmitter fails)] is independent of fate; a cen- 
sored animal is just as likely to be alive as dead. 
Assumption 5) Exact time of death is known. 
Simulation studies have shown that this assump- 
tion can be relaxed (Heisey and Fuller 1985). 

Assumptions 1-3 are also required for band recovery 
models. Assumptions 4 and 5 are unique to tech- 
niques for the analysis of survival data. 

I have classified techniques as discrete or contin- 
uous models. All equations have been eliminated 
from this summary, but can be found in the literature 
cited. Discrete models are those in which survival is 

described as an outcome observed after some unit of 

time, such as a day or a week. One widely used 
discrete model uses an approach originally proposed 
by Mayfield (1961) for the study of nest success. 
Mayfield's model is distinguished from other discrete 
models by two assumptions: 

Assumption 1) The probability of surviving a 
period is the same throughout the study (e.g., 
chance of surviving in any day/week is the same 
as in any other day/week). 
Assumption 2) Each time unit (trial) is indepen- 
dent of the next trial. 

Estimation of survival rate over a period of days and 
testing procedures have been described in papers by 
Johnson (1979), Hensler and Nichols (1981) and 
Bart and Robson (1982) concerning study of nesting 
success but results can be applied to data from te- 
lemetry studies with application to both single-origin 
and staggered-entry study schemes. 

I'd like to mention three other papers that employ 
discrete models for data analysis from telemetry 
studies. Trent and Rongstad (1974) were among the 
first to use a Mayfield-type approach to obtain sur- 
vival estimates from telemetry data. White (1983) 
proposed a multinomial model to estimate survival 
rates from telemetry data and obtained estimates and 
tested survival rates. Heisey and Fuller (1985) re- 
fined the Mayfield approach to permit calculation 
of survival rates which are not constant over long 
periods (for many species, survival rates vary be- 
tween seasons, etc.). Intervals were set in which sur- 
vival rates were nearly constant, Mayfield estimates 
were computed for each interval and the product of 
these estimates used for the entire period. Programs 
by White and by Heisey and Fuller are available 
from them. 

Continuous models treat survival time as a con- 
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Table 2. Nonparametric tests a for comparison of survival 
times. 

TEST AND CONDITIONS 

No censoring 
(fate of all animals is known) 

Mann-Whitney U 
Wilcoxon Rank Sum 

Kruskal-Wallis 

Savage 
Logrank 

Censoring 
(some fates unknown) 

Gehan 

Peto-Peto 

Peto-Pentice 

Mantel-Haenszel 

Logrank 

For further information on individual tests, see Lee, E. T., Sta- 
ustical methods for survival data analysis. Lifetime Learning Publ., 
Belmont, CA, 1980. 

tinuous measure using two major approaches. A 
parametric approach requires that distribution of 
survival time values be completely specified. A non- 
parametric approach does not make assumptions 
about form of survival time distribution. 

For parametric approaches one of three functions 
must be precisely defined. 

Table 3. Contacts for computer software programs. 

PROGRAM CONTACT 

BMDP a 

GLIMb 

SAS 

SURVREG c 

BMDP Statistical Software 

1964 Westwood Blvd. 

Suite 202 

Los Angeles, CA 90025 

Numerical Algorithms Group 
7 Banbury Road 
Oxford OX2 6NN, Britain 

SAS Institute, Inc. 
Box 8000 

Cary, NC 27511 

Dr. Douglas B. Clarkson 
IMSL Inc. 

2500 Citywest Blvd. 
Houston, TX 77042-3020 
(713)782-6060 

Biomedical Computer Package. 
General Linear Interactive Modelling. 
Survival Analysis with Regression. 

Function 1) The probability density function 
which describes the expected occurrence of sur- 
vival time values. 

Function 2) Survival function which is the prob- 
ability of surviving longer than given periods of 
time. 

Function 3) Hazard function defines chance of 
dying in the next small interval, given that the 
bird is alive at the beginning of the interval. 

Given one of these functions, the others can be de- 
rived. 

Exponential distribution is commonly used in sur- 
vival analysis and assumes that the chance of dying 
does not change with age or time--essentially the 
Mayfield approach with a continuous model. The 
approach is straightforward for studies with no cen- 
sored animals and a defined time of origin. When 
censoring occurs, iterative (usually computer-cal- 
culated) procedures are required to obtain estimates, 
and staggered entries introduce further complexities 
into the estimation and computation process. Non- 
parametric approaches are applied when one is un- 
willing to specify a model for survival time, but it 
is still desirable to treat survival time as a continuous 

variable. 

Kaplan-Meier (Lee 1980), or product-limit, es- 
timate provides a method for estimating survival 
function--probability a bird survives longer than 
some given time. Censored animals and staggered 
entry schemes are permissible with this approach. 
The Kaplan-Meier estimate can be used descrip- 
tively to evaluate the assumption of independence 
between censoring and fate of the bird by displaying 
worst-case/best-case scenarios. Estimates can also 
be used to describe cause-specific mortality. Table 
2 lists additional nonparametric tests based on linear 
rank statistics. In the literature there are several 

variations for each. All can be applied to single- 
origin schemes, but only the logrank test generalizes 
to the staggered entry scheme. 

Programs for parametric and nonparametric ap- 
proaches can be found in statistical packages BMDP 
(Biomedical Computer Programs) (Dixon 1983) and 
SAS (supplemental library; SAS Institute 1985) and 
in SURVREG (Survival Analysis with Regression) 
(Clarkson and Preston 1983). See Table 3 for con- 
tacts. 

Finally, the Cox proportional hazards model (Cox 
and Oates 1984) provides a semi-nonparametric con- 
tinuous approach which assesses the relationship be- 
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tween survival time and related variables such as 

age, sex, weight at capture and condition at capture. 
Cox models can be fit using BMDP, a procedure in 
the supplemental library of $AS, and GLIM (Gen- 
eral Linear Interactive Modelling) (Baker and Nel- 
der 1978). See Table 3 for contacts. 

For the study of survival with telemetry tech- 
niques, enough locations should be obtained to avoid 
censoring and obtained often enough to avoid mis- 
classifying a death when causes of death are being 
studied. For some discrete models, locations should 
be obtained at equal intervals. 
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