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We describe four errors occasionally made in calculating the gross intake rate of waders (biomass of prey con- 
sumed per unit time). These are: (i) measuring feeding rate (number of prey consumed per unit time) from 
inter-catch intervals (ICIs), which can substantially over-estimate feeding rate, especially when ICIs are vari- 
able; (ii) measuring prey size from fragments of opened prey left by the birds in the feeding area, which can 
lead to substantial over-estimates of prey size; (iii) using linear expressions for the relationship between prey 
ash-free dry mass (AFDM) and length when a higher-order polynomial expression would provide a better 
description of the relationship - this can lead to large errors in the estimation of mean prey mass, and (iv) meas- 
uring the mean AFDM of consumed prey from the mean length of all those eaten rather than from a frequency 
histogram based on small size classes - which can also lead to large errors in the estimation of mean prey mass. 
Errors introduced in these ways, which can sometimes be very large, are illustrated with examples from Oyster- 
catchers Haematopus ostralegus eating mussels Mytilus edulis. 

INTRODUCTION FR = FI/ICI eqn. 1 

As considerable effort goes into measuring shorebird gross 
intake rates (biomass or energy consumed per unit time), it 
is worth drawing attention to four errors that can arise, de- 
spite the fact that intake rates have been measured commonly 
for over forty years. These errors can sometimes lead to large 
imprecision in estimates of intake rate because they produce 
biased measurements in one or both of its two components: 
feeding rate (number of prey consumed per unit time) and 
mean ash-free dry mass (AFDM) of consumed prey. We 
illustrate the magnitude of such errors using examples taken 
from Eurasian Oystercatchers Haematopus ostralegus eating 
the edible mussel Mytilus edulis on the Exe estuary, SW Eng- 
land. 

CALCULATING FEEDING RATE FROM INTER-CATCH 
INTERVALS 

Feeding rate is defined as the number of prey consumed per 
unit time of foraging. It is usually measured directly by 
selecting a bird at random and recording over a fixed inter- 
val (e.g. 30 seconds, 1 minute or 5 minutes) the number of 
prey swallowed. However, sometimes people calculate feed- 
ing rate indirectly by measuring the inter-catch interval (ICI, 
also known as search-handling time (Stephens & Krebs 
1986)) from the end of the swallowing of one prey to the end 
of the swallowing of the next. The feeding rate (FR) over the 
fixed interval (FI) is then calculated as: 

One source of error when measuring feeding rate from 
ICIs is that the bird may go out of view before an ICI has 
been completed. Since this is more likely to happen with long 
ICIs than with short ones, there is a danger that the ICIs 
measured will be biased towards shorter ones, so that feed- 
ing rate will be over-estimated. However, corrections can be 
made for this sort of error using statistics for censored data 
(Haccou & Meelis 1994). 

There is also a fundamental problem with using ICIs to 
measure feeding rate. Whenever prey are not consumed at 
exactly equal intervals (i.e. in most circumstances), feeding 
rate calculated from ICIs is bound to be greater than the true 
feeding rate as calculated from fixed-length intervals. The 
more variable the ICI, the greater will be the discrepancy. 

Feeding rate might be calculated from ICIs in two differ- 
ent ways. First, equation 1 might be used to calculate the 
feeding rate equivalent to each individual ICI, and the mean 
feeding rate calculated from all the individual values: this is 
the "individual ICI method". The other way is to calculate 
the mean ICI first, and then to use it in equation 1 to calcu- 
late the average feeding rate; this is the "mean ICI method". 
The individual ICI method results in the most substantial 

error, but the mean ICI method can also give rise to inaccu- 
racy, especially when sample sizes are small. 

A mathematical demonstration of the way in which the 
errors arise is set out in Appendix 1. We also present the fol- 
lowing examples and accompanying diagram (Fig. 1 (A)-(C)): 
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Fig, 1. Diagram of the prey captures (triangles) made by a bird foraging over five-minute intervals. In (A), prey are caught at regular time 
intervals while in (B) and (C) they are caught at irregular intervals. 

(A) The horizontal line represents the passage of time. It is 
subdivided into six 300-second intervals; one prey is 
consumed at the mid-point of each interval. We assume 
that prey are consumed instantaneously. The mean feed- 
ing rate is 1 prey per 300 seconds. There are five ICIs, 
each of 300 seconds. From eqn. 1, the feeding rate meas- 
ured over 300 seconds is therefore 300/300; i.e. 1 prey 
per 300 seconds. As prey captures are distributed at regu- 
lar intervals over time, the feeding rate is 1 prey per 300 
seconds whether the mean ICI method (i.e. (5*300)/ 
(5*300)) or the individual ICI method (i.e. (1+1+1+1+1)/ 
5) is used. 

(B) The same calculation is now repeated but with the prey 
captures distributed in a different pattern along the line. 
In Fig. I(B), the prey captures occur at 4, 6, 14, 16, 24 
and 26 minutes. Based on five-minute intervals, the feed- 
ing rate is 1 prey per 300 seconds. However, using the 
mean ICI method, the feeding rate is 1.136 per 300 sec- 
onds while the individual ICI method gives a feeding 
rate of 1.75 per 300 seconds. 

(C) In the third example in Fig. 1 (C), prey captures occur in 
another pattern, being taken at 1, 6, 14, 16, 24 and 29 
minutes. Now the mean ICI method gives a feeding rate 
of 0.94 per 300 seconds while the individual ICI method 
gives a feeding rate of 1.15 per 300 seconds. 

Examples (B) and (C) give a spread of situations either side 
of the regular one. Using the mean ICI method, the average 
feeding rate in (B) and (C) together is (1.136+0.94)/2 = 1.038 

per 300 seconds. This is close to the true rate of 1, but is none- 
theless an over-estimate. The individual ICI method, however, 
gives an average feeding rate of (1.75+1.15)/2 = 1.45 per 300 
seconds, which is a very large over-estimate of the true value. 

Table 1 gives a real-world example from Oystercatchers 
eating mussels in which the two methods of calculating feed- 
ing rate from ICIs and measuring it directly over 300 second 
periods are compared. The data were collected during the day 
and at night on the Exe estuary during two "winters" running 
from September to March (Sitters 2000). The individual ICI 
method gives estimates of feeding rate that are 40-50% 
higher than those recorded directly over 300 second periods. 
The mean ICI method over-estimates feeding rate by 10- 
20%. Clearly, both methods lead to substantial over-esti- 
mates of feeding rate. This is so, despite the fact that the data 
were obtained from the same video sequences. 

The mean ICI method can only give an estimate of the 
true rate and this estimate is only reliable when, in relation 
to the variance, the sample size is large (Appendix 1). 
Moreover the sample size may have to be very large indeed. 
Fig. 2 shows the difference between FR measured directly 
over 300 second periods and the values obtained from the 
same birds using each of the two ICI methods. Each datum 
was obtained either at night or during the day during one 
month from September to March inclusive; there was no sta- 
tistically significant difference between the night-time and 
day-time data. The number of ICIs measured during the day 
or during the night in a single month varied between 3 and 
75. Fig. 2 shows that, with both ICI methods, the amount by 

Table 1. The number of mussels consumed per 5 minutes (Feeding rate; FR) of Oystercatchers eating mussels by ventral hammering 
on the Exe estuary during the day and night as measured (i) by the number consumed over Nfive-minute periods and (ii) from inter-catch 
intervals (ICI), using either the individual or mean methods: see text for further explanation of these two methods. A standard error cannot 
be calculated for the mean ICI method. The data are from Sitters (2000). 

Number consumed per 5 min FR from individual ICIs FR from mean ICIs 

Mean N S.E. Mean N S.E. Mean N 

Day 0.941 136 0.057 1.420 88 0.077 1.111 88 
Night 0.818 429 0.031 1.138 315 0.033 0.896 315 
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Fig. 2. The difference between measuring the feeding rate directly as the number of prey consumed per unit time (FRdirect) and calculat- 
ing it from inter-catch intervals (FR/c/) using either the mean ICI method (open symbol) or individual ICI method (closed symbol): see text 
for further explanation of these two methods. The difference between the values from the two methods is expressed as a percentage of 
the directly measured feeding rate: i.e. difference = ((FR/c •- FRdirect ) x 100)/FRdirecr The data are from Oystercatchers eating mussels by 
ventral hammering on the Exe estuary, with the feeding rate measured as the number of mussels consumed per 300 s (Sitters 2000). Note 
that all the values are positive. Therefore both methods always over-estimated the 'true' feeding rate obtained by measuring the number 
of mussels consumed per 5 minutes directly. 

which the ICI method over-estimated the directly measured 
feeding rate fell sharply as the sample size for ICIs increased 
to about 30. However, there was little evidence that, with still 
larger sample sizes, the inaccuracy of even the mean ICI 
method improved by much. Indeed, even with a sample size 
of 315, the mean ICI still over-estimated the directly ob- 
served feeding rate by 10% (Table 1). 

We conclude that using either of the ICI method can sub- 
stantially over-estimate feeding rate, especially when the 
ICIs are variable - which is usually the case. The over-esti- 
mations will be much higher when the individual ICI method 
is used to calculate feeding rate than when the mean ICI 
method is used. But, even with the mean ICI method and 
very large sample sizes, the over-estimation can be large. On 
the assumption that observations are made of a representa- 
tive sample of birds, the most accurate way to measure feed- 
ing rate is to watch birds for a fixed period and to record the 
number of prey consumed during that period. This is the only 
straightforward, error-free method. 

MEASURING THE SIZE OF CONSUMED PREY BY 
COLLECTING OPENED SHELLS 

The sizes of consumed prey can sometimes be obtained from 
the remains of the prey left on the feeding area by the birds. 
A well-known example is Oystercatchers eating large mol- 
luscs, such as mussels or cockles Cerastoderma edule. The 
danger with this method is that the remains of large prey are 
more likely to be seen and found by the research worker than 
are those of the smaller ones. As shown by Cayford (1988) for 
Oystercatchers eating mussels, the remains of large prey may 
be 2-3 times more likely to be found than those of small prey. 
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This bias towards finding large prey can lead to very sub- 
stantial errors in the estimation of the intake rate. It causes 

the mean AFDM of consumed prey to be considerably over- 
estimated because of the exponential relationship between 
the AFDM of a prey and its length (see below). 

An example of the kind of misleading results that can be 
obtained from shell collections is given in Fig. 3. Oyster- 
catchers on mussel bed 4 of the Exe estuary in Nagarajan's 
(2000) study took smaller mussels as the winter progressed. 
This was ascertained by watching the birds and estimating 
mussel size as a proportion of bill length and correcting for 
individual observer bias, as discussed in Goss-Custard et al. 
(1987). However, Nagarajan also collected mussels opened 
by the birds for purposes other than measuring the size of 
consumed prey (Nagarajan et al. 2002). This comparison 
showed that, whereas the visual observations showed that 
Oystercatchers actually took progressively smaller mussels 
towards mid-winter and then took larger ones again towards 
spring, the mean length of the opened shells of mussels 
opened by the birds and collected from the feeding area did 
not change because only the larger ones were being found. 
In mid-winter, the two estimates of the mean lengths of the 
mussels taken by Oystercatchers differed by as much as 
10 mm. This would make an enormous difference to the 

estimate of the mean AFDM of the mussels consumed and, 
therefore, the intake rate at that time of year. 

The conclusion is that one should be very careful that 
estimates of prey length are not biased towards either large 
or small prey. In the case of Oystercatchers eating mussels, 
this will usually mean that prey lengths are probably best 
determined by observation. This is more difficult with Oyster- 
catchers eating edible cockles Cerastoderma edule because 
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Fig. 3. The mean lengths of the mussels taken by Oystercatchers as measured by (a) direct visual observation against bird bill length 
(solid symbols) and (b) from samples of shells opened by Oystercatchers and collected from the feeding area (open symbols). 

of the generally narrower range in size and round shape of 
this shellfish, so that prey size may usually have to be esti- 
mated from collections of opened prey. But if this is done, 
every effort should be taken to avoid bias towards large cock- 
les. The best solution is probably to measure the bias experi- 
mentally by one person putting out cockles of the appropri- 
ate range of sizes and a second person to attempt to retrieve 
them, as was done by Cayford (1988) for mussel-eating 
birds. 

Biases can also occur when measuring the lengths of other 
kinds of prey taken by other wader species, as has been thor- 
oughly investigated recently by Lee & Hockey (2001). Every 
effort should be made to carry out calibration experiments 
so that any biases in direct field observation can be detected 
and corrected. Good examples of the calibration techniques 
available are given by Zwarts & Esselink (1989) and Zwarts 
& Dirksen (1990). 

NON-LINEAR LENGTH-AFDM RELATIONSHIPS 

The usual method for calculating the AFDM of a prey of a 
given length is to fit an allometric function to the relation- 
ship between logeAFDM and logeLength: an example from 
mussels of the Exe is given in Fig. 4(A). Usually, a linear 
regression is fitted to this relationship and the AFDM of any 
given prey length calculated from the antilogarithm of the 
predicted logeAFDM. 

There are two cautionary points that need to be made here. 
First, the log:log relationship may not be linear and a higher- 
order polynomial may provide a significantly better fit, as it 
does to the data in Fig. 4(A). The regression was not forced 
through the origin as this could have distorted the predicted 
relationship over the range of mussel lengths, 20-70 mm, in 
which we were interested, these being the ones most con- 

sumed by Oystercatchers on the Exe estuary (Cayford & 
Goss-Custard 1990). Fig. 4(B) shows that using the quadratic 
expression, when both axes have been log e transformed, 
causes the predicted untransformed relationship between 
AFDM and mussel length to be closer to linearity over the 
range (30-65 mm) than does a linear expression of logeAFDM 
against logeLength. 

Assuming a linear relationship between logeAFDM and 
logeLength when, in fact, a quadratic expression would be 
more appropriate, can lead to substantial errors. This can be 
illustrated by comparing the predicted back-transformed 
AFDMs from linear and quadratic log:log expressions shown 
in Fig. 4B. Within the size range most consumed by Oyster- 
catchers (40-50 mm), the quadratic expression predicts val- 
ues of AFDM that are as much as 20-30% higher than those 
predicted by the linear expression. The conclusion is that, 
when deriving an equation with which to predict the AFDM 
of prey of given lengths, one should always test whether 
higher-order polynomials provide a better fit to the data than 
a linear expression. 

The second cautionary point is that, when using logs, the 
back-transformation procedure using the antilogarithm may 
distort the prediction because the effect that taking the loga- 
rithm of AFDM can have on the sample variance. Although, 
in our experience, the effect is usually rather small compared 
with the other errors discussed in this paper, this may not 
always be the case. The Error Mean Square back-transfor- 
mation correction should therefore be made to each predicted 
AFDM, as follows: First, one calculates the quantity Z, the 
predicted and uncorrected logeAFDM of a prey of a given 
length: 

Z = a + b(logeL) + c((logeL) 2) eqn. 2 
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Fig. 4 (A). The relationship between the log e ash-free dry mass (AFDM in mg) of mussels on the Exe estuary and their IogeLength (mm) 
described by the quadratic function: Y= -33.03 + 18.13X- 2.02X2; R 2 = 96.1%. The fitted regression and 95% confidence limits are shown, 
(B) The predicted relationship of AFDM against mussel length from the quadratic expression above (open circles) and the linear regres- 
sion (Y = -5.73 + 3.20X) fitted to the same data. 

where L = length (mm), and a, b and c are the coefficients 
of the quadratic equation of logeAFDM against logeLength. 
The corrected AFDM L of an animal of length L is then: 

AFDM L = exp(Z + S•/2) eqn. 3 

where S 2 = Error Mean Square (sometimes called the Re- 
sidual Mean Square) from the ANOVA table of the regres- 
sion equation. In this example, the quadratic equation was the 
most appropriate one to apply to the data but the same pro- 
cedure should be applied to linear regressions or even to 
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higher-order expressions than the quadratic. Further details 
of this correction when back-transforming log transforma- 
tions can be found in Newman (1993). 

Before leaving AFDM, it is worth re-stating that AFDM 
has to be measured with fresh animals. Numerous papers pub- 
lished over the last 30 years have shown that severe loss of 
mass can often occur in macrobenthos preserved in either for- 
malin or alcohol (Lasker 1966, Howmiller 1972, Lappalainen 
& Kangas 1975, Schram et al. 1981, Mills et al. 1982, Will- 
iams & Robins 1982, Leuven et al. 1985). It is therefore very 
important that fresh or deep-frozen animals are used. If the 



Goss-Custard et al.: Measuring intake rates in waders 

7O 

35 

6O 

5O 

o 40 

ß 30 

2O 

10 

20 22.5 25 27.5 30 32.5 35 37.5 40 42.5 45 47.5 50 52.5 55 57.5 60 

Length (mm) 

Fig. 5. The frequency distribution of prey sizes used to illustrate the effect of using the mean length to calculate the mean AFDM of the 
prey consumed by the birds. 

animals are deep-frozen before their masses are determined, 
care should be taken not to lose fluid that might contain mass 
when the samples are being put into crucibles (Moreira & 
Pugh Thomas 1988); for example, the animals should be de- 
frosted and/or opened in the crucible used for burning. Mol- 
luscs can often be frozen in groups of several animals and 
their flesh extracted later without loss. But this is very diffi- 
cult with soft-bodied animals, such as polychaetes. These 
animals defrost very quickly and turn into a formless mess, 
which is difficult to deal with. The only way we have found 
to solve this problem is to deep-freeze each worm separately 
in its own little polythene bag. A bag is much better than a 
plastic bottle because the air can be expelled so that less space 
is used in the deep freezer. In addition, worms can freeze-dry 
in a jar because of the large volume of air relative to the vol- 
ume of the worm. The worm can then become stuck to the 

bottom of the pot in their own escaped juices and difficult to 
extract from the pot. In contrast, all the contents of a bag can 
be squeezed out while the animal is still completely or partly 
frozen and put safely into the crucible. 

Wherever possible, of course, the AFDM of molluscs 
should be obtained from flesh extracted from the shells be- 

cause any loss from the shell on ignition can cause the ash- 
free mass to be over-estimated. Below 550øC, the peri- 
ostracum will burn off, along with any protein in the shell. 
As the temperature rises above 550øC, there is first a loss of 
water of crystallisation from CaCO 3 followed at even higher 
temperatures by the breakdown of CaCO 3 to CaO and CO 2. 

ESTIMATING MEAN ASH-FREE DRY MASS FROM 
THE MEAN LENGTH OF PREY 

Occasionally the mean AFDM of the prey consumed by birds 
is calculated directly from the mean length of the consumed 

prey. That is, the mean length is calculated first and then the 
predicted AFDM for that length is obtained by substitution 
in an allometric function of AFDM on length. This can give 
rise to quite substantial errors in estimating mean prey mass 
on those occasions when the untransformed relationship be- 
tween AFDM and length is non-linear. In these circum- 
stances, a frequency histogram of prey lengths should be 
drawn with prey length divided into a suitable number (k) of 
prey size categories and the AFDM at the mid-point of each 
size category obtained from the AFDM-length function. The 
mean AFDM of the prey is then given by the expression: 

k 

Z (F i Ai)/N 
i=l 

eqn. 4 

where 

F i is the frequency of the i-th prey size category, 
A i is the AFDM of an animal at the mid-point of the i-th prey 
size category and 

N = •F i is the total number of animals summed across 
all prey size categories. 

To illustrate the effect on the estimate of the mean prey 
AFDM, we use the relationship logeAFDM (mg) = -5.73 + 
3.201ogeLength (mm), which is the relationship shown by 
closed symbols in Fig. 4(B). Using the approximately 
normally distributed frequency histogram of prey size cat- 
egories shown in Fig. 5, the mean AFDM was calculated 
(i) using equation 4 and (ii) from the mean length of all the 
animals, which is 40 mm. Equation 4 gives a mean AFDM 
of 499 mg whereas the AFDM of an animal of mean length 
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is 435 mg, or 13% less. This under-estimate arises because 
of the non-linear relationship between untransformed AFDM 
(mg) and untransformed length (mm) shown in Fig. 4(B). 
Larger and smaller differences between the two methods of 
calculating the mean AFDM across a range of prey sizes 
would be produced with different shapes of histogram and dif- 
ferent slopes of logeAFDM against logeLength. 

The conclusion is that, when calculating the mean AFDM 
of the average-sized prey, one should base the calculations 
on a size frequency histogram, using equation 4, when the 
untransformed relationship of AFDM against length is non- 
linear. Otherwise, substantial errors may arise. 

DISCUSSION 

Ours is by no means an exhaustive list of possible errors that 
can be made when intake rates are being estimated. Others 
include unrepresentative sampling of birds as may arise, for 
example, by continually re-watching the same unknown 
unmarked individual. This is a problem that can really only 
be solved by working on individually marked birds, which 
is not always possible. 

The four examples we have chosen are, however, errors 
that are made quite regularly and can easily be avoided or 
corrected. They can be important, as the examples given 
from Oystercatchers illustrate. Three of the errors ((ii)-(iv)) 
can also be made when estimating prey biomass density in 
the feeding area or the mean AFDM of the prey available to 
the birds. 

Studies on intake rate and prey biomass are so time- 
consuming that it is worthwhile making sure that the least 
possible number of mistakes are made in making our esti- 
mates, and we hope that this article may contribute to our 
more frequently achieving this objective. 
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Appendix I 

Mathematical explanation of why using inter-catch intervals (ICl) can substantially over-estimate the 
average feeding rate 

Let the random variable X denote the inter-catch interval (ICI) from the end of the swallowing of one prey to the end of the 
swallowing of the next. 

Let xl, x 2 , ..., x n denote a sample of n (independent) observations of X. 

Assume that x i has an unknown distribution, but with Mean = 12 and variance = O 2. 

The coefficient of variation of ICI is 

CV =o/12 

The true (long-term) average feeding rate is 12FR = l / 12 

• = • x i /n = sample mean of the ICI observations. 
i=1 

Expected value of x = 12 and Variance of x - O 2 /n 

To estimate the average feeding rate, 

(i) the 'individuallCI' method uses: Y = • Yi/n where Yi = 1/xi 
i=1 

and 

(ii) the 'mean ICI' method uses: m = 1 / x 

IfR is any random variable with mean 12R and variance O• 2 then, using a second order approximation derived from a Taylor 
ß " ß ß :2 3 

expansion (Kendal & Stuart, 1977, p. 260), the expected (1.e. mean) value of 1/R is approximately: E[1 / R] -- 1 / 12• + o• / 12• 

Therefore: 

(i) The expected (i.e. mean) value of Yi is: E [ Yi ] = 1 / 12 + o 2 / 12 3 

Because y is just the arithmetic average of the { Yi }, E[y] - E[y i ] 

Therefore E[y] = 1 / 12 + o 2 / 12.13 --' 12FR [ 1 + CV 2 } 

(ii) The expected value ofm = 1/• is: E[m] = 1/12 + 0 '2 /n12 

Therefore both y and rn overestimate 12r• ß 

3 = 12rR {1 +CV 2/n} 

However, very importantly, the bias for estimator y is independent of the number (n) of observations of ICI, whereas, in 
contrast, the bias in estimator m decreases with sample size n. m is always the better estimator. For large sample sizes, the 
estimator m is approximately unbiased. 

The over-estimate of mean FR using either estimator increases with the CV in ICI. If the ICI was constant (very unlikely 
in the field), then the variance, 0 -2 , ofx i is zero, and both y and m give the same unbiased estimate of the average feed- 
ing rate. 
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