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INTRODUCTORY STATISTICS &

by Jeremy J. D. Greenwood

Corrections to part 3

In about the middle of p.20, (x - x)2 should, of course, have been (x - §)2.
The 4th line from the bottom of p.20 should be: MS (within) = 18.06/(16 - 3) = 1.39

In Table 5, the second n (but not the first) in the "Betweeh samples" line should have ¥ in front of it. In the same table,
the second n (as well as the first) in the "Total" line should also have 3. in front of it.

Apologies to confused readers!

Significance tests - at last!

So far, we have seen how to estimate means and standard deviations of populations, how to measure the precision of our
estimates, how to estimate the difference in means of two populations and how to measure the precision of that estimate,
and how to estimate the average difference between a whole set of populations by the analysis of variance. The latter
may have seemed grossly unfamiliar to some readers, Zho may be asking why I have not yet covered more familiar ground,
such as significance tests. The reason is that I am convinced that the usefulness of significance tests has been greatly
exaggerated. In many cases where such tests are applied in ornithology it would actually be more useful to carry out
estimations and apply confidence limits.

Nonetheless, significance tests have their place. In this article I intend to explain that place and to show how certain
tests may be performed.

The difference between two means

In part 3, I considered what was the interpretation of a situation in which the confidence limits of the difference
between two means included zero. We saw that this meant that one could not be sure which of the two populations had the
greater mean: it might even be that the difference between them was zero. If we had no a priori reason for expecting a
difference, we could not therefore disprove anyone's assertion that there was none.

In contrast, if the confidence limits did not include zero, we could be reasonably sure that there really was a difference
between the two population means, basing our judgement on the difference between the sample means. We would say that the
difference was statistically significant.

Whether a difference between two sample means is significant may be assessed without calculating confidence limits. If d
1s the estimated difference between the two means andsd Ff is the standard error of the difference (calculated as in part
3, page 19), one calculates

If the confidence limits of the difference do not include zero, s will be greater than Student's t for (n +ng - 2)
degrees of freedom. Thus, having calculated tg we simply compare it with the t table to see if it is larger than the
tabulated value. If it is, we conclude that the difference is significant.

If tg is less than the tabulated value of Student's t, the difference is "not significant"” - i.e. we have no reason to

reject the possibility that there is no difference between the population means. To put it another way, it is easily
possible that the difference between the sample means has arisen by chance.

Levels of significance

If a test gives a significant result, it means that the 95% confidence limits do not include zero. To look at it the
other way round, the probability that the true difference between the population means takes any value outside these °
limits (including zero) is less than 5%. Thus if ts is greater than the 95% value of Student's t for the relevant
number of degrees of freedom, we say that "the difference is significant at the 5% level" or "P <0.05".

If tg is less than the 1% value of Student's t, then "the difference is significant at the 1% level"™ or "P <0.01",
and so on,

Clearly, the smaller the percentage level of significance (the more "highly significant", to use the usual jargon),
then the less likely is it that the true difference between the population means is zero. For this reason, it is common
to quote significance levels rather than just say that the test gave a significant result. The significance level tells
us the degree of confidence we can have in the conclusion that one mean is bigger than the other: the more highly
significant, the more confident we can be.

Note that the level of significance is not a measure of the size of the difference between the population means. The
value of tg depends not only on how large is the difference between the sample means but also on how small is the
standard error of the difference.

* Dutch readers may like to note that translations of Jeremy Greenwood's series of articles on statistics are currently
appearing in "Twirre", the publication of the Fryske Foriening foar Fjildbiology - Eds.

@ We apologise to authors and readers for the larger than usual number of errors in Bulletin 26. Unfortunately, during
preparations for this issue, the British Post Office was suffering from numerous problems. In particular, a large part of
the text was "lost" for three weeks during letter bomb attacks at Birmingham sorting office. Although we were able
eventually to produce the number on time, the various checking stages suffered somewhat - The Editors.
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The Null Hypothesis

I have written of the possibility that there is no difference between the population means. This possibility is known
technically as the Null Hypothesis and it is this hypothesis that our pracedure tests. If the test is significant, we
have reason to reject the null hypothesis. If the test is not significant, we have no reason to reject the null
hypothesis and we therefore accept it. We do accept .it, not because we have shown that it is probably true, but because
we have not shown that it is probably false. Clearly, therefore, it is only sensible to carry out a significance test
when .it is based on a null hypothesis that seems a priori reasonable. If our null hypothesis is a priori unreasonable,
carrying out a test that’ turns out to be non-significant results in us having to accept, through "the rules of the game",
this unreasonable hypothesis.

This last point may make one think that statistics runs counter to commonsense. But it is not statistics which is at
fault here. What has happened is that statistics has been misused. One should avoid perfoming statistical tests that
are based on unreasonable null hypotheses. \

This is one reason for my assertion that the usefulness of statistical tests has been exaggerated. In many, perhaps

most, situations where such tests are applied in ornithology the null hypothesis is in fact unreasonable. Before you
carry out a test ask yourself "Is it likely that there is no difference between the population means". If it is unlikely,
abandon the idea of a test and calculate the confidence limits of the difference. This is arithmetically just as easy
and is more sensible.

Another advantage of confidence limits

Consider the following two estimates of differences between means:
1. +0.03 cm, 95% C.L. = 0.01 to + 0.07 cm
2., +5.93cm, 95%.C.L. - 4.64 to + 16.50 cm

Both pairs of confidence limits include zero: neither difference is significantly different from zero at the 5% level.

Had we not estimated confidence limits but carried out statistical tests, this is all that we could have concluded. But
the confidence limits tell us more. They tell us that the second difference could be zero or it could be quite large -
anywhere between 4% cm one way and 16% cm the other. In contrast, even if the first difference is not zero it is unlikely
to be very large. Thus confidence limits, measuring the precision of our estimates, tell one more than significance tests.

When are significance tests appropriate?

Significance tests are .appropriate if one is genuinely uninterested in the magnitude of a difference but simply wishes
to know whether one exists or not. This is rarely the case in ornithology.

They are also appropriate in situations where confidence limits cannot be calculated. This is the case. for example, in

the analysis of variance. In such an analysis, we can estimate the variance components but usually cannot put confidence
limits on the estimates. We can, however, test the null hypothesis that the variance between populations is zero.

Significance tests in the analysis of variance

In the analysis of variance we saw that the MS between groups is an estimate of s2 + no.sﬁ

where s2 is the variance between individuals,s2 is the additive variance between groups, and n, is a measure of average
sample size. The MS within groups is an estimaée of s2 alone.

If the null hypothesis, that the variance between groups (si) is zero, is true, then the two MS will be more or less
the same. They are unlikely to be identical because, although both are estimates of the variance between individuals,
they are estimates based on slightly different information. Slight difference will occur by chance, just as slight
differences will occur between the means of two samples drawn from the same population.

If, in contrast, the null hypothesis is false - i.e. if there are real average differences between the populations, then
MS (between) will be appreciably larger than MS (within). We can judge how large by using the variance-ratio, usually
symbolised by F in honour of Sir Ronald Fisher, who invented the analysis of variance. We calculate the ratio:

Fg = Ms (between)/MS (within)

and compare it with tabulated values of F. If it is larger, then we conclude that MS (between) is significantly greater
than MS (within) - i.e. that there is a significant variance between groups (sp).

As with Student's t, there are different values of F for different levels of significance. There are also different
values for different numbers of degrees of freedom but here F is more complicated than t, for each value of F has a
air of degrees of freedom associated with it. The first of the pair is a number of degrees of freedom associated with
MS (between) - i.e. (k - 1) in Table 5. The second of the pair is the number of degrees of freedom associated with MS
(within) - i.e, (£n - k) in Table 5.

Table 6 is the "top left" corner of an F table, to illustrate the usual format. I have included values for (£ n - k) =
13 so that the use of the method can be illustrated with the example given in part 3 (page 20 and Table 4). Here we
found MS (between) = 4.47, MS (within) = 1.39, (k - 1) = 2, and (Xn - k) = 13. Hence

Fy = f'gg = 3.22, with 2 and 13 d.f.
Consulting Table 6, we see that F for 2 and 13 d.f. is 3.81. Since our value is smaller than this, we have no reason
to reject the null hypothesis that Sp = 0. We have been unable to demonstrate a significant difference between groups.

It is, of course, true that the earlier part of the analysis of variance suggested that the variation between samples
accounted for 34% of the total variation in this example. However, this figure was only an estimate of the true
value. The variance ratio test tells us that the estimate is not significantly different from zero.
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More than two groups: summary

If we have more than two populations, with a sample from each, the analysis of variance allows us:

1. To estimate the percentage of the total variation that can be attributed to difference between populations
(over and above differences between individuals).

2. To assess the statistical significance of the apparent differences between populations.

If the significance test is positive (FS larger than tabulated F), then we can conclude that there are probably real
differences between the populations. If it is not, then we can conclude that any differences between populations are
too small to be demonstrable with reasonable sureness from the available data.

Prospect

The anal?sis of variance is an elegant and powerful statistical tool. It can be used for more complex analyses than I
have shown here. For example, suppose we had samples from several locations, each divided into males and females.
Differences in wing-length might arise from four basic sources:

1. Differences between individuals

2. Differences between sexes

3. Differences between locations

4. Differences between loc;tions in the size of sex differences (or, to put it another way, differences between sexes
in the size of lqcaléty differences)

All these could be estimated, and their significance tested, by the appropriate analysis of variance.

Even more complex analyses are possible. Their case depends very much on how the data are collected. It is always
valuable, therefore, to consult a statistician before gathering the data. That way, one is less likely to amass a set
of data that it is quite impossible to analyse - as happens all too often.

This series of articles has dealt with some basic statistical ideas and techniques. I have not dealt with the statistics
of counts or with the examination of correlations. I hope, nonetheless, that the basic ideas presented have made it
eesier for readers to approach such matters. I hope also that they have shown that statistics is basically a matter of
ornithological common sense and that the arithmetic involved is fairly trivial. What I intend to do in the next (and
last) of the series is to discuss some of the traps into which the unwary often fall, so that the common sense and
ability to use the formulae will be backed up with a sufficient degree of caution.

Dr. J.J.D.Greenwood, Department of Biological Sciences, The University, Dundee, Scotland.

Table 6

Partial table of F values for 5% significance level

First Degrees of Freedom (k - 1)

Second Degrees

of Freedom 1 2 3 4
(En - k)
1 161 299 216 225
2 18.5 19.0 19.2 19.3
3 10.1 9.55 9.28 9.12
4 7.7 6.94 6.59 6.39
13 4.67 3.81 3.41 3.18

IT'S THE THOUGHT THAT COUNTS?

Extract from a notice to wildfowl counters fastened to the wall of a hide at a coastal nature reserve:-

"Accurate estimates of wildfowl in flight are very difficult and should be avoided where possible."



