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INEBODUCTORY STATISTICS 2

by Jeremy J.D.Greenwood

In this part, I wish to consider how one may reduce errors in calculation, what we can
conclude about a population from a sample, and how precise such conclusions may be.

Errors in calculation

There was a simple error in part 1. When calculating a variance one should divide by n - 1:
in the Blackbird clutch-size example, I divided by 5, which was the sample size (n).

This sort of silly error is all too.easy to make. The first step in avoiding it is to take
care, but this is not enough. All calculations must be checked.

The best check is to give someone else the raw data and ask him to repeat the analysis*.
The second best is to repeat the analysis oneself using a different method - eg. if you
added the numbers down the column the first time, add them up the column the second time.
Repeating the calculation in exactly the same way is not a good check, since one is
likely to make the same error again. '

A table for calculating mean and standard deviation

One way of reducing errors is to lay out ones calculations clearly and regularly. A good
example of Bow a regular layout helps in calculation is the following method for calculating

3 x and L x~,

The first two columns in Table 1 represent a simple frequency distribution of wing-lengths
in a sample. To ease calculations, we can adjust the wing-lengths by subtracting 110 from
each, giving the values in column 3. Let us refer to the numbers of birds (frequencies)

as £ and the adjusted wing-lengths as x. In column 4 we write thS values of x% In columms
5 and 6 we write the values of fx (ie. col. 2 x col.3) and of fx“ (ie. col. 2 x col. &4).
The sum of column 2 is the total number of birds - n in the usual. terminology. The sum of
column 5 is the sum of the x values weighted according to the number of birgs with each
value - 2_x in the usual terminology. Similarly, the sum of columm 6 is 3 x<.

We can now proceed as usual to calculate the mean and standard deviation from n, Z.x, and
2;x2 in the usual way, not forgetting to add on the 110mm to the calculated mean.

Table 1. Tabular layout of calculations for mean and standard deviation.
column number 1 2 3 4 5 6
wing no. adjusted
lengths of wing-
(mm) birds length
symbol f x x2 fx fx2
112 1 2 4 2 4
113 o] 3 9
114 2 L 16 8 32
115 5 5 25 25 ) 125
116 L 6 36 24 144
117 2 7 Lo 14 98
118" 1 8 64 8 6L
TOTALS 15 81 u67
X = . 2x/n = 81/15 = 5.40; mean = 5.40 + 110 = 115.40mm

4]
]

A=x? - (£x)2/n)/(n1) = Jb467 - 812/15) /14 = 1.45um

*This also illustrates that checking of calculations should not be left to editors;
they may not be thorough enough! - The Editors.
/
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Samples and populations

When we studv the characteristics of a sample of birds we are not really interested in the
sample as such.We want to know something about the population from which it comes. We
use the sample because we believe it to represent the whole population.

Clearly, this is only true if the sample is unbiased. Ornithologists are generally well
aware of possible biases, so I shall not discuss the problem further. I shall assume

that the samples under discussion are unbiased.

Estimating population characteristics

Suppose that thetrue mean wing-length in the whole population from which the birds in
Table 1 were taken was 115.6mm. We are not surprised that the mean of a sample of 15 is
not identical with this: the vagaries of chance have caused "too many" small birds to
be present in the sample and "too few" large ones. The sample mean can only be an
estimate of the population mean. However, statisticians assure us that > x/n is the
best estimate of the population mean that can be obtained from a sample.

What about the variance and the stand rd deviation? It turns out that the best estimate
of the population variance is (x—x) én -1), which is why we have been using this
formula or its equivalent - ( /n)/(n—1), Scarcely surprisingly, the best
estimate of the population standard dev1at10n is the square root of the variance estimate.

When introducing the variance, I suggested that one could think of it as an average value
of the squared deviations from the mean. That being so, one might expect to divide the sum
of squares, z;(x~x) , by n rather .than by n-1. However, it turns out that if we do so we
get a biased estimate of the population variance. Dividing by n-1 gives us an unbiased
estimate.

How precise are the estimates?

Assuming it to be unbiased, a large sample is more likely to provide a precise estimate
of the population mean than a small sample. The precision of the estimate will also

d epend on how much variation there is between individuals for the character in question.
If there is a little variation (i.e. the standard deviation is small), then ‘even a small
sample may provide a precise estimate of the mean. But if the population is highly
variable, a large sample will be needed to give the same precision. ’

So a large sample from a population with a small standard deviation will give a precise
estimate of the population mean. A small sample from a population with a large standard
deviation will give an imprecise estimate. This is a rather vague conclusion. Fortunately,
the precision of the estimate can be measured.

The measure of precision - or, rather, imprecision - is the "standard error of the mean'".
The larger it is, the more imprecise is the estimate of the mean. It is usually symbolised
as sg and can be calculated from the standard deviation and the sample size: sz = s/ /n

For the sample in Table 1: sg = 1.45//15 = 0. 374mm

Notice how this formula reflects what we already know about precision: when n is small or
s is large, then the standard error is large.

An aside on terminoldgy

The standard error of the mean used to be known as the "standard deviation of the mean',

Since this can obviously lead to confusion with the standard deviation of the population,
this terminology has been dropped. However, we still refer to the square of the standard

error (s£) as the "variance of the mean". This must not be confused with the variance

of the population. The two are, of course, simply related: : ’

s% = s;n

Confidence limits: the idea

Though standard errors are useful to statisticians they do not convey much to the
non-statisticians, beyond the general idea that a large standard error means that ones
estimate is imprecise. It would be more useful to be able to say something like: ."The best
estimate of the population mean is 101mm and it definitely lies between 92mm and 102mm",

Unfortunately, we can never be that definite. We can, however, say something similar:
"The best estimate of the population mean is 101mm and the chances are 95% that it lies

between 95mm and 107mm". In this case, 95mm and 107mm are the "95% confidence limits
of the mean! -

It is important to remember -that it is not definite that the true mean lies between the
95% confidence limits. There is a 5% chance (1 in 20) that it lies outside. them. To put
it another way, if one assumes that the true mean really does lie between. the 95%
confidence limits, one is wrong in one case in 20, on average.
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Confidence limits: calculation

Confidence limits are easy to calculate, using the standard error and a statistic known
as Student's t. The lower confidence limit is %~ t.si and the upper one is F t.si.‘

The value of t is obtained from a table, of which Table 2 is a condensed version. (Fuller
versions are to be found in any statistics book or set of statistical tables.) Of the
various columns in such a table, we require the one for 95% confidence limits. The row
we should use depends on the number of "degrees of freedom". For setting confidence
limits to a mean this number is n-1,

To make this explicit, let us turn again to the data of Table 1. The sample size is 15,
so there are 14 degrees of freedom. .The corresponding 95% value of t is 2.15. We have
already calculated that the standard error of the mean for these data is 0,374mm.

Thus t. s = 2. 15 x 0.374 = 0.80mm: the 95% confidence limits of the mean are

115.40 -*0.80 = 114.60mm and 115.40 + 0.80 = 116.20mm.

Other confidence limits

Table 2 contains a column headed 99%. Use of t values from this column gives 99%
confidence limits: the chances are 99% that the true mean lies between these limits.
They are, of course, wider than the 95% limits, because the level of confidence that
the true mean lies between them is higher.

It is possible to set limits at any level of confidence (except 100%). By far the
most commonly used level is 95%.

The precision of the standard deviation

Just as a standard error and confidence limits can be worked out for the estimate of the
mean, so they can be worked out for the estimate of the standard deviation. The standard
error of the standard deviation is usually symbolised as s For samples of 15 or more from
Normally distributed populations it is given by:

ss = 0,70711 Si N

s*

In the example we have been using: s = 0.70711 x 0.374 = 0.264mm,

Just as for the mean, confidence limits may be worked out for the standard deviation by
multiplying this standard error by the value of the Student's ‘'t for n-1 degrees of freedom.
To stay with the same example: = 2.15 x 0.264 = 0.57, so 95% confidence limits of the
stahdard deviation are O,88mm and S 02mm (1.45 - 0.57 and 1.45 + 0.57).

Table 2. Values of Student's t.

Percentage points for confidence limits 95% §9% :

Percentage points for significance tests 5% 1%

Degrees of freedom

1 12,7 63.7
2 4,30 9.93
3 3.18 5.84
L 2.78 4,60
5 2.57 4,03
6 2,45 3.70
8 2.31 3.36
10 2.23 - 3.17
12 2.18 .3.06
14 2.15 3.00
16 _ 2.12. 2,92
18 ’ 2.10 2.88
20 » _ 2.09 2.85
30 ' 2,04 2.75
100 : 1.98 2.62

many 1;96 2,58
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Summary statistics

When presenting a summary of a set of data, what should we give? I believe that one
should always give at least three pieces of information - mean, standard deviation, and
sample size.,

The mean tells the reader the average value. The standard deviation tells him how )
variable the birds in the population are. The sample size allows him to work out how
precise your estimates of the mean and standard deviation are likely to be and to carry
out all the statistical calculations he is likely to want to perform.on your data.

It is also helpful to the reader to provide him with a measure of precision by giving
confidence limits (or standard errors) rather than leaving him to work them out for himself,

t tables: an explanation

You will see that table 2 is headed with two sets of "percentage points'", those for
confidence limits and those for significance tests. The latter are simply the complements
of the former., Most published tables simply have the points for significance tests in
their headings: for 95% confidence limits we need the column headed 5% in such tables.

If in any doubt about which column to use, remember that the right one for 95% confidence
limits is the one in which the values for the higher numbers of degrees of freedom are
close to 2,

In some tables, the headings are in terms of probability values rather than percentageé:
0.05 = 5%, 0.01 = 1%, etc.. :

Dr. J.J.D.Greenwood, Department of Biological Sciences, The University, Dundee.

WADER STUDY GROUP PROJECTS - PROGRESS REPORTS

1. Spring passage of Siberian Knot

Following the announcement in the last Bulletin, there has been a good response to the
requests for members who were willing to select an area to be counted during the spring
passage period, or to look for dyed Knot. It looks as if a good sample of sites will be
covered, particularly from France north-eastwards. Plans are proceeding well for the
planned marking of Knot in the Vendée in western France and in South Africa, although
the number which wmay be able to be dyed, particularly in South Africa, is not certain,

Members who wish to participate by counting or looking for dyed Knot, preferably on the
mainland coastline of Europe or in Africa, and who have not yet contacted the organiser
are invited to do so, when they will be sent recording forms and instructions, A form
on which to contact the organiser is enclosed with this Bulletin.

William J.A. Dick, 125 Leathwaite Road, London SW11 6RW, England.

2. Spring passage of Dunlins, Sanderlings, Ringed Plovers and Turnstones

The second project, concerning the spring passage of Dunlins, Sanderlings, Ringed Plovers
and Turnstones, has met with a very favourable response, Over 30 forms have been

returned from a wide variety of sites, including Orkney, Shetlands and Eire as well as
nearly all the large estuaries throughout the British Isles. These involve both "counters®
and "catchers" in about equal numbers, and some canunon-net licence holders have also
expressed a willingness to travel to areas not covered by wader ringing groups but where
large scale catching could be valuable,

Field work should be well under way by the time this note appears, and lists of the sites

being covered should have been sent to everyone involved. However, it is still not too
late to join in and a form is enclosed with this bulletin,

Dr.‘P,N.Ferns, Zoology Department, University College, Cathays Park, Cardiff CF1 1XL, Wales.



