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Jackknifing and Bootstrapping: Important "New" Statistical 
Techniques for Ornithologists 

SCOTT M. LANYON • 

The purpose of this commentary is to inform or- 
nithologists about two statistical tools: jackknifing 
(Bradley et al. 1984, Gibson et al. 1984, Lanyon 1985a, 
Lanyon and Lanyon 1986) and the logically similar 
bootstrapping. The following brief overview of these 
procedures supplements the review of data analysis 
by James and McCulloch (1985), which, for lack of 
examples in ornithology, did not discuss either jack- 
knifing or bootstrapping. More complete descrip- 
tions of these techniques may be found elsewhere 
(for general introductions see Sokal and Rohlf 1981, 
Diaconis and Efron 1983, Efron and Gong 1983; and 
for technical discussions see Quenouille 1956; Tukey 
1958; Miller 1964, 1974; Bissell and Ferguson 1975; 
Clarkson 1979; Efron 1979, 1982). 

Jackknifing is new to ornithological research but 
was first described 30 years ago (Quenouille 1956). 
The delayed use of this technique, as well as of boot- 
strapping (Efron 1979), in ornithology can be attrib- 
uted directly to the cost of computer time. Both ap- 
proaches are iterative, requiring massive numbers of 
calculations, and consequently have been prohibi- 
tively expensive. The attracfiveness of jackknifing and 
bootstrapping is that they provide investigators with 
an important, and previously unattainable, type of 
information: estimates of dispersion for statistics of 
unknown or poorly known distribution. 

Measures of dispersion (e.g. standard deviation, 
standard error, kurtosis, range, etc.) are critical to 
studies that employ statistical procedures because 
these measures help indicate the accuracy of loca- 
tiohal statistics (e.g. mean, mode, median). Without 
an estimate of the accuracy of sample statistics, both 
the investigator and the reader are at a disadvantage 
when interpreting data. The importance of disper- 
sion measures is reflected by the fact that in the or- 
nithological literature sample means are rarely re- 
ported without accompanying measures of dispersion. 
In volume 102 of The Auk, more than 75% of papers 
reporting means included measures of dispersion. The 
many other types of location statistics with measure- 
ments of dispersion, however, are rarely reported. 

Genetic distance measures, indices of diversity, 
factor loadings in principal components analysis, dis- 
criminant coefficients in discriminant function anal- 

ysis, and correlation and regression coefficients are 
examples of statistics of unknown or poorly known 
distribution, and, with very few exceptions, all are 
reported without measures of dispersion. The func- 
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tion of jackknifing and bootstrapping is to generate 
a distribution for such statistics that permits the cal- 
culation of dispersion estimates. The distribution is 
generated by resampling the original data set. The 
way in which the data set is resampled differentiates 
the two approaches. 

In bootstrapping the original data set is sampled 
randomly but with replacement to produce "pseu- 
doreplicate" data sets. Each pseudoreplicate consists 
of the same number of elements as the original data 
set but may not include all the original elements 
(some elements may appear more than once, others 
not at all). This resampling may be repeated thou- 
sands, even millions, of times, and each iteration pro- 
duces a new pseudoreplicate from which statistics 
may be calculated. In contrast, jackknifing produces 
a limited number of pseudoreplicate data sets, each 
of which contains all but one of the original data 
elements. For a data set with 20 elements, 20 pseu- 
doreplicate data sets will be generated, each lacking 
a different data element. Because jackknifing requires 
far fewer iterations, it is thought of as a means of 
approximating bootstrapping (Efron 1979). 

For both approaches, a new estimate of the statistic 
is calculated for each pseudoreplicate data set, re- 
suiting in a set of estimates of a particular statistic. 
These values can then be used to estimate a location 

and dispersion for that statistic. For example, in an 
analysis of allelic frequencies, we can calculate a ma- 
trix of genetic distances between taxa for each pseu- 
doreplicate. When all pseudoreplicates have been 
analyzed, there will exist an array of estimates for 
each pairwise distance. These estimates can be used 
to estimate a mean and standard deviation for the 

genetic distance between each pair of taxa. The re- 
suitant distance matrix is far more informative than 

the original because it includes an estimate of the 
accuracy of each pairwise distance. 

The nature of the observations to be jackknifed or 
bootstrapped is an important consideration in these 
techniques. For most applications the individual data 
points are the elements that are manipulated. For 
some applications, however, valuable insights may 
be gained by resampling other types of data elements 
such as variables or taxa (Felsenstein 1985, Lanyon 
1985b). 

The use of jackknifing and bootstrapping should 
enable investigators to learn more about their data 
than was previously possible because of the infor- 
mation on the dispersion of sample statistics. I hasten 
to add that this situation does not imply that investi- 
gators will be able to conclude more from their data. 
In fact, this is almost certainly not the case. Use of 
jackknifing and bootstrapping has already demon- 
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strated that some investigators overanalyze their data. 
Ratherß these techniques provide a means of deter- 
mining when to stop analyzing data. That is, investi- 
gators can identify the point in a statistical analysis 
beyond which the results are more strongly influ- 
enced by sampling error than by the underlying bi- 
ological phenomena. 

Jackknifing and bootstrapping should be used in 
all cases where a statistic is generated and the distri- 
bution for that statistic is unknown or too compli- 
cated for the more conventional methods of disper- 
sion estimation. Just as means reported without 
estimates of dispersion are unacceptable in scientific 
publications, so too should other statistics be unac- 
ceptable when presented alone. This is especially true 
in an era when original data are rarely published. In 
the absence of the original data, the reader has no 
way to estimate the accuracy of the reported statistics 
unless measures of dispersion are included. In the 
paragraphs to follow I present three examples of ap- 
propriate applications for these statistical techniques. 

A common analytical approach in biology is prin- 
cipal components analysis (PCA). In PCA a set of 
multivariate axes (factors) is determined that mini- 
mizes the dispersion of samples around the axes. The 
statistics produced by this analysisß factor loadings, 
describe the correlation between the variables and 

these axes. Before the use of jackknifing and boot- 
strapping there was no reliable way to estimate the 
accuracy of these factor loadings. Yet many pub- 
lished studies have depended on the relative mag- 
nitude of these values. Now it is possible to obtain 
not only loadings for each variable, but an estimate 
of their dispersion as well. Through the application 
of these techniques it is possible to limit discussions 
to only those variables characterized by factor load- 
ings that are significantly different from zero (Dia- 
conis and Efron 1983ß Gibson et al. 1984). 

A secondß broad category of statistics that would 
benefit from the determination of measures of dis- 

persion is indices. Indices are extremely common in 
the biological literature: indices of genetic distance, 
diversity, niche breadthß etc. In all cases it has been 
impossible to determine how representative these 
values are of the population, species, or community 
under investigation. Once again these resampling 
techniques provide a means to answer this question. 
By estimating the dispersion for each indexß it is pos- 
sible to determine which indices are significantly dif- 
ferent and which are not. Thus, as demonstrated by 
Zahl (1977), jackknifing provides the investigator with 
a better understanding of the biological processes un- 
der investigation than is possible with a single mea- 
sure of an index of diversity. 

Finally, these techniques have been applied to 
phylogeny reconstruction (Felsenstein 1985, Lanyon 
1985b). This application differs from the foregoing in 
that it is not a statistic that is being estimatedß but 
rather a pattern: a phylogenetic pattern. The gener- 

ation of bootstrap or jackknife estimates of a phylog- 
eny (in the form of pseudoreplicate trees or clado- 
grams) permits investigators to determine how well 
each branching point is supported by the data. Fur- 
thermore, the generation of a suite of alternative trees 
allows the measurement of branch length dispersion. 
Once againß these resampling techniques permit in- 
vestigators to determine what subsets of the results 
are worthy of further discussion. 

Jackknifing and bootstrapping are not panaceas. 
They have limitations and inherent assumptions, as 
do all statistical procedures, and investigators would 
do well to be aware of these. Howeverß these tech- 

niques represent an important step in refining the 
process of data analysis. 

I thank James Koeppel and Douglas Stotz for their 
helpful suggestions on an earlier draft of this com- 
mentary. 
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