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EXTENSIONS OF OPTIMAL FORAGING THEORY FOR 
INSECTIVOROUS BIRDS: IMPLICATIONS 
FOR COMMUNITY STRUCTURE 

BRIAN A. MAURER 

Abstract. Optimal foraging theory has been successful in developing specific, testable predictions 
regarding the behavior of a number of organisms. Useful models must include as much relevant 
biological detail as possible. Two such models are presented here. The multitactical model predicts 
that organisms will pursue a given prey with a given tactic if the gain exceeds the cost. By assuming 
that the probability of capture increases as prey encounter rates increase, predicting the prey densities 
at which switching tactics is profitable is possible. The interference model predicts that if a bird is 
choosing an optimal diet it will inevitably face increasing interference costs as prey densities increase. 
A bird should avoid interference whenever possible. If it is assumed that the encounter rate with other 
birds increases as prey encounter rates increase, it is possible to predict prey encounter rates at which 
birds will switch foraging tactics to avoid interference. For birds to make foraging decisions, they must 
be capable of evaluating profitability of prey items, the probability of capture using a tactic, and the 
amount of time required to capture them. I present suggestions for testing of the models and consider 
implications of these models for the generation and maintenance of community structure. 

Key Words: Community structure; insectivorous birds; interference competition; multitactical for- 
aging; optimal foraging. 

For several reasons, ecologists studying insec- 
tivorous birds have been slow to use optimal 
foraging theory as a predictive tool. First, the 
assumptions underlying optimal foraging theory 
have been questioned (e.g., see reviews by May- 
nard Smith 1978, Krebs et al. 1983, Myers 1983, 
Stephens and Krebs 1986). Second, many opti- 
mal foraging models are not constructed of vari- 
ables that are easily measured in the field. Fi- 
nally, field biologists often seem resistant to 
theorizing, perhaps because theoretical formu- 
lations often ignore biological properties of the 
organisms. The debate regarding assumptions will 
continue, until someone can explain why the 
models produce successful predictions. Even if 
the models fail in some respects, they provide 
powerful tools for developing specific, testable 
hypotheses regarding foraging behavior (Ste- 
phens and Krebs 1986; Stephens, this volume). 

In this paper, I attempt to develop simple ex- 
tensions of a model of optimal foraging that can 
be applied to insectivorous birds in forest eco- 
systems. No attempt will be made to deal with 
all of the complexities of their foraging behavior, 
but two important observations will be used to 
extend optimal foraging theory for insectivorous 
birds. The first extension is based on the obser- 
vation that insectivorous birds often use several 
different tactics to secure the same type prey 
(Robinson and Holmes 1982). For example, lep- 
idopteran larvae can be caught by either gleaning 
from the surface ofa leaf or snatching from leaves 
while hovering. The second extension recognizes 
that interference competition among birds reg- 
ularly occurs (Morse 1976b, Maurer 1984) and 

may influence foraging behavior. The models I 
consider below incorporate both multitactical 
foraging and the costs of interference. 

In this paper I: (1) present several models be- 
ginning with the basic optimal foraging model 
and then add successive considerations for mul- 
titactical foraging and interference competition; 
(2) examine the basic assumptions of the models 
and describe how model parameters might be 
estimated in the field; (3) suggest specific exper- 
iments to test the models; and (4) consider im- 
plications for the maintenance of community 
structure for forest birds. 

THE MODELS 

OPTIMAL FORAGING IN A 
FINE-GFWNED HABITAT 

Charnov (1976a) developed a model of opti- 
mal foraging that built on work by MacArthur 
and Pianka (1966), but parameterized the ar- 
guments in a way similar to Holling (1959a, b). 
Stephens and Krebs (1986) demonstrated the 
generality of the Charnov model and discussed 
many refinements. The model predicts the choice 
that a predator will make when it encounters a 
prey item of given quality. That quality has two 
components, energy value and handling time. 
The predator was assumed to maximize the rate 
of energy intake by behavioral adjustments. 

Let E be the rate of energy intake; then, ac- 
cording to Charnov (1976a) 

E R=_ 
Th + T, ’ (1) 
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EXPECTED HANDLING TIME (h*) 

FIGURE 1. In Chamov’s (1976a) model of optimal 
foraging, the solid line indicates the lower limit of the 
prey acceptability region. A prey type at b would never 
be selected. If prey become superabundant at c, then 
the lower limit of the prey acceptability region moves 
towards the dashed line, so that prey types a and d, 
which were originally taken, become suboptimal. Un- 
der these conditions prey typed is not included because 
of a greater handling time, even though it has higher 
energy content. 

where R is the long-term rate of energy intake 
(Stephens and Krebs 1986) T,, is the total amount 
of time spent in handling the prey, and T, is the 
total amount of time spent in searching for prey. 
Handling time includes the time between when 
a foraging bird first identifies a prey item until it 
begins foraging again. It could be further broken 
down into pursuit time and actual handling time 
(e.g., Eckhardt 1979). 

Charnov (1976a) suggested that if one defined 
the following quantities: E,* = expected energy 
gain of prey i, hi* = expected handling time of 
prey i, P, = probability that prey type i is at- 
tacked, and h, = encounter rate of predator with 
prey type i, then the individual terms in eq. (1) 
could be defined as E = B X,E,*TJi and T,, = Z 
X,h,*TJ’? These values, upon substitution into 
eq. (1) give 

Chamov (1976a) showed that R is maximized 
if the following three conditions hold: (1) Pi = 0 
or Pi = 1; that is, the predator always attacks 
some prey types and never attacks others. (2) If 
prey types are ranked according to the ratio of 
expected energy gain to expected handling time 
(E,*/h,*), then the inclusion of a prey type in the 
optimal diet depends only on the density of items 
of higher ranking. The term E,*/h,* represents a 
measure of prey quality, and can be thought of 

as the expected energy gain per unit time of effort 
(exclusive of search time). (3) Those prey items 
that are eaten are those for which the following 
inequality holds: 

“- > R,,,,, 
h,” 

where R,,, is the maximized rate of energy in- 
take. These results are presented graphically in 
Figure 1. Condition (3) can be interpreted by 
noticing that the long-term rate of energy intake 
(R) also includes search time (see eq. 1). Thus, 
for a prey type to be of sufficient quality to be 
included in the diet, the energy derived from its 
consumption must allow the predator to com- 
pensate for time that must be spent searching. 

MULTITACXCAL FORAGING IN A 
FINE-GRAINED ENVIRONMENT 

To extend Chamov’s model to the multitacti- 
cal situation, first note that the rate of energy 
intake is assumed to be given as in eq. (1). The 
quantities E,* and h, remain as before, but the 
following new quantities are defined: P,, = prob- 
ability that prey i is pursued with tactic k, C,, = 
probability that prey i is captured using tactic k, 
h,*k = expected handling time of prey i using 
tactic k. If E, is the total energy collected using 
tactic k, then the total energy obtained will be 
the sum of the energy obtained from each tactic, 
and the handling time will be the sum of the 
handling times of each tactic, so: 

(2b) 
This formulation assumes that there are some 
prey items that are pursued but not captured 
because the probability of capture, Clk, can be 
< 1, but does not appear in the relationship de- 
fining total handling time. When these relation- 
ships are substituted into eq. (1) then the fol- 
lowing relationship is obtained: 

A similar set of conditions to Chamov’s (1976a) 
holds when R is maximized in this model. These 
are: (1) Plk = 0 or P,k = 1, that is, the predator 
either always or never attacks some prey items 
using a given tactic. (2) When prey are ranked 
according to the ratio of expected energy gain to 
a tactic’s expected handling time multiplied by 
the probability of capture using that tactic ([Ei*/ 
h,*J x CJ, then the inclusion of a prey type in 
the optimal diet depends only on the density of 
items of higher ranking. The value of a prey item 
is weighted by its expected probability of capture. 



OPTIMAL FORAGING AND COMMUNITY STRUCTURE--Muurer 457 

/ / 
T____________‘____, 

TACTIC 1 TACTIC 2 

icik) I 

PREY ENCOUNTER RATE 

PREY PROFITABILITY (h*/Cik) 

FIGURE 2. In the simplest multitactical model, there 
are two prey types of differing energy content and two 
tactics that differ in their profitability. The solid line 
represents the lower limit of the prey acceptability re- 
gion. Prey type B is never taken using tactic 2, but is 
using tactic 1. If prey type B becomes superabundant, 
then the lower limit of the prey acceptability region 
moves towards the dashed line. When this occurs, prey 
type A will not be taken using tactic 2. 

(3) Those prey items eaten are those satisfying 
the following inequality: 

E,*>R 
hrXkl& max. 

The value of a prey type weighted by its prob- 
ability of capture must exceed the maximal rate 
of intake. Thus, some items that might otherwise 
be taken in the diet may not be included if the 
probability of their capture is too low. These 
conditions are summarized graphically in Fig- 
ure 2. 

The above argument holds if the probability 
of capture using a tactic is independent of the 
density of prey. However, probability of capture 
may increase as the rate of encounter of prey 
items increases (Figs. 3A,B). The simplest as- 
sumption to make is that there is a linear increase 
in C,, with X, over a certain range of prey en- 
counter rates. If this assumption is made, then 
prey profitability will be proportional to h,*,/X, 
(Figs. 3C,D). 

Consider two different tactics, each with a dif- 
ferent functional relationship of C,, with prey 
encounter rate. There are two ways for the tactics 
to be related to encounter rate (Figs. 3A,B). First, 
one tactic might always be superior to the other, 
so that the probability of capture using it will 
always be greater (Fig. 3A). If this condition holds, 
the less successful tactic will only be used when 
the prey item has an exceptionally high energy 
value. Prey items with low energy content will 
always be taken only with the first tactic (Fig. 
3C). However, if one tactic has a lower capture 
probability at low prey encounter rates, but is 

PREY PROFITABILITY 

FIGURE 3. Results ofthe multitactical foraging model 
when probability ofcapture is assumed to increase with 
prey encounter rates. A. An assumed relationship be- 
tween the probability of capture and prey encounter 
rate for two tactics. Tactic 1 (dashed line) is always 
better than tactic 2 (solid line). B. A different relation- 
ship where tactic 1 (dashed line) is better than tactic 2 
only at higher prey densities. C. The resulting limits 
for prey acceptability from part A. Tactic 2 is only used 
for relatively high quality prey, while tactic 1 is the 
sole tactic used to take prey of low energy content. 
Note that prey profitability increases to the left on the 
axis. D. The resulting limits for prey acceptability from 
part B. Tactic 1 is used exclusively for low quality prey 
at high prey profitabilities, while tactic 2 is used ex- 
clusively for prey of low profitability. Note that prey 
profitability increases to the left on the axis. 

superior at high rates (Fig. 3B), at low encounter 
rates it will be used exclusively to obtain energy 
rich prey; energy poor prey will be taken only at 
high densities by using the first tactic (Fig. 3D). 

FORAGING WITH INTERFERENCE 

The inclusion of interference interactions into 
the optimal foraging model described above is 
accomplished by a redefinition of eq. (1) to in- 
clude energetic and time costs for interactions. 
Thus we have 

(4) 

where E, is the gross energy intake, Ec is the 
energy lost in interference interactions, and T, is 
the time spent in interactions. For simplicity, 
assume that the bird is foraging on a single ho- 
mogeneous prey resource with expected energy 
content E*, expected handling time h*, encoun- 
ter rate X, and probability of attack P. Then the 
quantities in eq. (4) can be defined as: E, = 
xE*PT,; E, = qE,*P,T,; T,, = Xh*PT,; and T, = 
st*P,T,, where n is the encounter rate with other 
foragers, E, * is the expected energy spent in a 
single interference interaction, P, is the proba- 
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bility that an encounter will result in an inter- 
ference interaction, and t* is the expected time 
spent in the interaction. Substituting into eq. (4) 
gives: 

R = XE*P - vE,*P, 

1 •t Xh*P + qt*P, . 
(5) 

Eq. (5) indicates that R will be maximized if 
either 7 or PC are equal to 0. If an individual can 
predict when another individual will be encoun- 
tered, then the first bird should act to prevent 
interference. Territoriality can reduce the amount 
of interference and may be reinforced in species 
with high encounter rates. Although some birds 
defend territories against both conspecifics and 
individuals of different species, territoriality is 
usually directed at conspecifics. If this is true, 
then much of the interference birds experience 
will be due to encounters with other species. If 
such encounters are random or show no consis- 
tent pattern, adaptations to prevent them may 
not evolve and, consequently, it may not be pos- 
sible for natural selection to minimize TV or PC. 

If avoidance of interference from other species 
cannot readily evolve, then what is the ecological 
cost of interference? In eq. 5, the effects may be 
examined by making some simplifying assump- 
tions. First, assume that the energetic cost for an 
interference interaction is negligible, then eq. 5 
can be rearranged to give: 

,=WE”-Rh”)_ 1. T 

TS R 
(6) 

The ratio of time spent in interference to time 
spent searching is thus a linear function of prey 
encounter rate. Notice that for the slope to be 
positive, EC/h* > R. Thus, if a bird is foraging 
optimally, that is it meets the condition E*/h* 
> R, it must spend more time in interference 
interactions as prey density increases (Maurer 
1984). The threshold prey encounter rate above 
which interference will be experienced is giv- 
en by 

R 
A, = 

E” - Rh” ’ 

Second, assume that the time spent in inter- 
ference interactions is negligible, but each en- 
counter is energetically expensive. In this in- 
stance, eq. (5) can be rearranged to give 

E, = XP(E* - Rh*) - R. (81 

Again, the cost for interference- this time in en- 
ergy lost-is a linear function of prey encounter 
rate, and if the organism is foraging optimally 
energy lost to interference will increase with prey 
encounter rates. The threshold prey encounter 

rate for this cost to be positive is also given by 
eq. (7). 

This simple model suggests that both the time 
spent and the total amount of energy expended 
in interference interactions will increase as prey 
encounters increase. There are at least two ways 
for the cost of interference to increase (Maurer 
1984). First, as the density of prey increases, birds 
will encounter other birds attracted to the abun- 
dant resource more often. Second, prey encoun- 
ter rates may also be high if insect prey are 
clumped, and if birds are attracted to such clumps, 
the amount of time and energy spent in resolving 
interference will increase. 

COMBINING THE MULTITACTICAL AND 
INTERFERENCE MODELS 

In this section a different approach to the cost 
of interference is taken by asking, “How does a 
bird make decisions in foraging if using different 
tactics exposes it to different intensities of inter- 
ference competition?’ In eq. (4) we can take E, 
and T,, as in eqs. (2a) and (2b) and make the 
simplifying assumption that every predator en- 
counter will result in an interference interaction, 
so PC = 1. The interference terms become: EC = 
B Z q&,* Tk, and T, = B Z @*Tk, where Tk = 
Z X,h,*$ikTs. The modified conditions that pre- 
dict the decision of the predator to pursue a par- 
ticular item are similar to the conditions for pre- 
vious models: (1) Pik = 0 or Plk = 1. (2) Prey 
items and tactics can be ranked according to their 
profitabilities, which now are given by the 
expression: 

E,*C,, - o&c* 

h,*,Jl + QJ”) ’ 

(3) The profitability of a prey item as given by 
condition (2) must exceed R,, in order to be 
attacked using a given tactic. 

In the expression for profitability, there are 
several factors that affect the profitability of a 
prey item pursued with a given tactic. Increasing 
the probability of capture using a given tactic 
(C,,) increases the value of a prey type and in- 
creasing the expected handling time using that 
tactic decreases the value of a prey item. Increas- 
ing the amount of interference decreases the val- 
ue of a prey item, making it less likely to be 
included in the optimal diet. This can be seen 
by rearranging the inequality implied by condi- 
tions (2) and (3): 

Ei*G - Rnaxhrk 
Rmaxhlkt* + E,” > ‘irk. 

(9) 

If vik = 0, then inequality (9) reduces to the con- 
dition that must be met in the multitactical mod- 
el for a prey item to be included in the diet. 
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However, if qik > 0, then the value of the item 
has to be greater (i.e., E,*C,k - Rmaxhik has to be 
larger) for the item to be included in the diet. 
Therefore, interference forces the optimally for- 
aging organism to pursue items of greater ener- 
getic quality than it would have to if there was 
no interference. 

A final variation of the combined model is 
obtained by assuming that the predator encoun- 
ter rate is a positive linear function of prey en- 
counter rate (Figs. 4A,B). Assuming that above 
a threshold prey encounter rate interference with 
a predator when using a given tactic for a specific 
prey type increases, then the predator encounter 
rate is 

A - x0 
%, = X , if A, > X0,,, 

a, 

otherwise 

where (l/a,) is the slope of the relationship be- 
tween oy and X,, and Xoi, is the threshold prey 
encounter rate for a tactic j. This model shows 
that if one tactic is always better than another 
tactic (Fig. 4A), there will be one set of prey items 
that will always be taken by the better tactic, and 
another region where both tactics will be used, 
but the inferior tactic will never be used exclu- 
sively (Fig. 4C). However, if one tactic is inferior 
at low prey encounter rates but better at high 
encounter rates (Fig. 4B), then that tactic will be 
used exclusively at high encounter rates. The oth- 
er tactic will then be used exclusively to take 
relatively low quality prey at relatively low en- 
counter rates (Fig. 4D). Further, as prey encoun- 
ters increase the increased cost of interference 
induced by high predator encounter rates can 
allow prey that would be taken at low encounter 
rates to become suboptimal. Thus, if a prey 
species can increase its density sufficiently to at- 
tract high numbers of predators, it can reduce 
predation by becoming more costly for individ- 
ual predators to harvest due to high numbers of 
interference interactions. 

DISCUSSION 

VALIDITY OF MODEL ASSUMPTIONS 

Optimal foraging models make many implicit 
and explicit assumptions. Perhaps the most im- 
portant is that the predator has complete infor- 
mation when deciding whether or not to attack 
a prey item (Stephens and Krebs 1986). The in- 
formation needed by a foraging bird in the mod- 
els above is the energetic content of the prey item 
(or its average value), the time spent handling 
the item using different tactics, and the rate of 
encounter with other birds. It is unlikely that a 

PREY ENCOUNTER RATE 

PREY ENCOUNTER RATE 

FIGURE 4. Results of the combined model when 
predator encounter rate is assumed to increase with 
increasing prey encounter rates. A. Tactic 1 (solid line) 
is always better than tactic 2 (dashed line) in allowing 
the predator to avoid other predators. B. Tactic 1 (solid 
line) is better than tactic 2 (dashed line) only at lower 
prey encounter rates. C. Prey acceptability lines re- 
sulting from conditions specified in A. D. Prey ac- 
ceptability lines resulting from conditions specified 
in B. 

bird will be able to make fine distinctions be- 
tween individual prey species. In fact, it will only 
be profitable to make such distinctions if the en- 
ergy or time loss for not doing so is larger than 
the actual value of the prey (Stephens and Krebs 
1986:79-80). In making distinctions among edi- 
ble prey items, birds may estimate energy con- 
tent by evaluating prey size. To estimate han- 
dling time, birds may use the location of a prey 
item. For example, a lepidopteran larvae under 
a leaf may be difficult to remove by a perched 
bird, but more efficiently removed by hovering. 
Assessment of predator encounter rates can be 
made visually as the bird forages. 

Empirical evidence suggests that birds do dis- 
criminate among locations of potential prey items 
(e.g., Holmes et al. 1979b, Maurer and Whitmore 
198 I, Robinson and Holmes 1982). Several 
studies have shown that differences in foraging 
reflect different prey distribution (Maurer and 
Whitmore 1981, Franzreb 1983a, Mannan and 
Meslow 1984). Although insectivorous birds 
probably make the kinds of distinctions among 
prey items that are necessary to apply foraging 
models, it remains to be seen whether field meth- 
ods of sufficient accuracy can be developed to 
test model predictions. 

TESTING THE MODELS 

The multitactical model 

This model predicts which of several foraging 
tactics will be used on different prey. In order to 
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do so, several quantities must be measured. First, 
the expected energetic content of prey must be 
estimated. Usually, only relative content, such 
as prey size, need be measured, so prey items 
can be ranked. Next, it is necessary to estimate 
expected handling times of items for each for- 
aging tactic. For example, capture of a lepidop- 
teran larvae under a leaf may require less than 
a second while hovering, but take longer if picked 
from the substrate while perched. Finally, it is 
necessary to estimate the probability of capture 
of each prey type using each tactic. Based on 
these quantities, it should be possible to predict 
whether a prey will be taken, or equivalently, 
whether a tactic will be used to obtain prey in a 
specified location. 

Handling times and capture probabilities are 
likely to vary among bird species. For example, 
American Redstarts (Steophagu rtlticillu) may be 
more proficient at hovering beneath leaves than 
Scarlet Tanagers (Pirungu olivuceu). Hence, the 
optimal prey set should reflect species-specific 
behaviors, resulting in a correlation between for- 
aging maneuvers and the types of prey taken 
(Robinson and Holmes 1982). 

If it is possible to measure prey densities, and 
thus estimate encounter rates, then the multi- 
tactical model in Figure 3 can predict when a 
bird will switch foraging tactics. To do so, the 
relationship between prey density and capture 
probability using different techniques would need 
to be estimated. For example, suppose over the 
course of a breeding season, lepidopteran larvae 
under leaves increased in density. If the proba- 
bilities of capture for hovering and gleaning in- 
creased at different rates as the larvae became 
more common, then the multitactical model 
could be used to predict when birds should switch 
tactics. It should also be possible to design more 
rigorous tests of the model using laboratory ex- 
periments in which prey encounter rates are ma- 
nipulated and prey are presented in ways that 
require different tactics. 

The interference model 

This model predicts quantitatively a threshold 
prey encounter rate, above which the costs of 
interference are greater than 0 (eq. [7]). The crit- 
ical quantities to be measured are the time and 
energetic cost of interference interactions, the ex- 
pected energy content and handling time of prey, 
the prey encounter rate, and the long term energy 
intake rate. 

Observations of interactions among individ- 
uals in foraging flocks might be used to test the 
model. For such studies, the optimal solution for 
the model is to avoid interference interactions 
(see eq. [5]). Flocking species must often balance 
the disadvantages of flocking (which could be 

parameterized in terms of eqs. [6] and [8]) with 
advantages in minimizing risks of predation or 
locating rare food items. 

The combined model 

The most interesting aspect of this model is 
its prediction of the prey encounter rates at which 
a foraging bird should switch tactics to avoid 
interference from other birds. To test this model, 
it is necessary to estimate the quantities for both 
the interference and multitactical models, estab- 
lish a relationship between prey density and the 
encounter rate with other birds and show how 
that relationship varies depending on the type of 
tactic used. The model does not require that a 
tactic causes a bird to encounter other birds; it 
simply assumes some correlation exists between 
the tactic used and the likelihood ofencountering 
another bird. Thus, the foraging bird can expect 
to alter the amount of interference it experiences 
by using different prey capture techniques. 

IMPLICATIONS FOR COMMUNITY STRUCTURE 

How do patterns of foraging behavior influ- 
ence community structure? In his classic study, 
MacArthur (1958) showed that five species of 
paruline warblers foraged in different localions 
in coniferous trees. This was used as evidence 
that the species could not outcompete one another 
and hence could all persist in the same habitat. 
These ideas led to the widespread acceptance of 
the idea of niche partitioning: species had to be 
sufficiently different in their resource use to allow 
them to coexist. Since that study, many workers 
have assumed that differences in foraging be- 
havior are adaptations to permit coexistence 
(Schoener 1974). 

The view of foraging behavior in this paper 
suggests a different emphasis. If insectivorous 
birds encountered prey of uniform energetic con- 
tent and ease of capture, there would be no need 
to make foraging decisions. However, insects have 
a wide variety of predator avoidance tactics (e.g., 
Heinrich 1979~) that in effect create a great deal 
of spatial variation in insect abundance. Presum- 
ably, if a bird used only a single prey type, species 
representing that type would evolve to reduce 
predation, so that either the predator would have 
to evolve to use a different prey type, become 
more efficient, or go extinct. Hence, a predator 
should diversify its methods of taking prey so 
that any one set of prey types will not have too 
great a selection pressure. Spatial variation in 
insect populations can also result from predation 
by other species of birds, mammals, and para- 
sitoids, and by variations in the defensive chem- 
istry of host plants (Cates and Rhoades 1977). 
In the face of such spatial variation in insect prey, 
a multitactical strategy would allow a bird to vary 
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its foraging behavior in response to prey disper- 
sion. 

If bird species found together have sufficiently 
variable foraging behaviors, then applying tra- 
ditional models of community structure to bird 
communities may be inappropriate (Wiens 1976, 
1977; Maurer 1984). In a spatially variable en- 
vironment, it may be impossible for one species 
to exclude another. Furthermore, if interference 
increases with prey density, species may be sub- 
jected to many different forms of competition in 
different ecological settings, each with its own 
consequences (Maurer 1984, 1985a). Therefore, 
selection affecting divergence might be variable 
in intensity and in the phenotypic characters fa- 
vored (Wiens 1976, 1977). Hence, species may 
not individually evolve pairwise adaptations, but 
rather evolve generalized adaptations allowing 
them to compete effectively with many species. 
Consequently, communities of insectivorous 
birds probably are not assemblages of coevolved 

species, but collections of species that have the 
right sets of adaptations that allow them to live 
together. In this approach to community struc- 
ture, competition is a transient factor in the hab- 
itat that varies spatially and temporally in its 
effects on individual organisms. Community 
structure is determined by a hierarchical set of 
factors operating at different spatial and tem- 
poral scales (Maurer 1985b, 1987). At the or- 
ganismic level, decisions made by individual or- 
ganisms attempting to maximize their long term 
net energy intake determine how much energy 
enters the community and thus determine, in 
part, how the community responds as a unit to 
changes in its environment. 

ACKNOWLEDGMENTS 

I thank R. Hutto, C. J. Ralph, J. Rotenberry, D. 
Stephens, and R. Szaro for reading the manuscript and 
making suggestions for its improvement. 


