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These notes will cover the main material for the statistics workshop 
at the 1968 EBBA annual meeting. My hope is that they will stimulate 
questions . 

Suppose we have a collection (or array ) of observations of a charac
teristic of a species. We call each observation a "variate"• Any variate 
has a numerical value x. The number of variates of the same x is its fre
quency, f• The total nwm,er or variates ~ !• The mean or arithmetical 
average value or the array of variates is Xo (Read "bar-X". ) 

Our problem is to choose a proper mathelftatical model to represent the 
whole population or which the observed variates are a sample. This model 
is a "statistical distribution" • From the sample we deduce estimates of 
various properties of the distribution. 

The mean (X) is the best representative value of the sample and esti
mates the corresponding valua of the distribution. The standard deviation 
(~) measures the spread or dispersion of the values of the variates and 
estimates the dispersion of the. distribution. 

The Gauss:1an distribution (often called "normal") 1 

any value, integral or fractional, positive or negative. 
variates may have 
In the typical 

Fig. 1o Gaussian distributions with same 
number of variates and same mean, 
s = 11 and s = 2. 
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Poisson distributions with means 
as shown, all with same number of 
variates. 
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9~rnouilli distributions with same 
mean and number of variates, n = 2, 
and n = a. 
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case th~ distribution is ~etrical and defined by two parameters, X and 
So Then the skewness is 0 and the kurtosis 3e0o Example• wing lengths, 
F:ig. 1o 

The Poisson distribution! variates must be integral and zeo or posi• 
tive. The distribution is asymmetrical and defined by one parameter, Xo 
Exampler numbers of eowbird eggs in host nestsc Fig. 2o 

The Bern<milli distribution' variates must be integral and usually 
a~e positive. The distribution is summetrical in the typical ease. A 
CI)'1V"l'l1,nt expresSion for this distribution is (a + b)". The parameters 
are .!. ar .E• the probability of ocourrence of .!J !2, or .9.• the probability 
of occurrence of 2r and ~· In all cases p + q = 1o In 5,1Mmetrical cases 
p = q. The numbers of variates of any value are proportionate to the 
coefficients of the expanded polynomial. In all eases the number of terms 
of the expansion is n + 1. In s,ymmetrieal cases the sum or the coeffi· 
eients is 2n if we use .!. and 2 ar 1 if we use .E and .9.• 

Numerical example ( 1 ) a = b = 1, n = 3 ( p = q = t) 
1 + 1 
1 + 1 m 

1 + 1 
1 + 2 + 1 

1 + 1 
1 + 2 + 1 

1 + 2 + 1 
1 + 3 + 3 + 1 

Sum of coefficients = 8 = 2" 

If we have 96 observations then the actual 
numbers (frequencies) arer 12, 36, 36, 12 

S = -It X f X 2 = ,;f c Oe 71 

Numerical example (2) a E 2, b 2 1, n = 4 (p • 2/3, q • 1/3) 

2 + 1 
2 + 1 
m 

2 + 1 
4 + 4 + 1 
4 + 4 + 1 

16 +16 + 4 
16 +16 + 4 

4 + 4 + 1 
16 +32 +24 + 8 + 1 

Sum of coefficients = 81 

If we have 100 variates, the frequencies 
arer 19.B, 39.5, 29o7e 9.9, 1o2 

This is the essential distribution in genetics but not CCIIIIIIOn in 
other aspects of biology0 When you do need it, you need it badly. The 
position on the X-axis is determined by the integers ( succesAive) assigned 
to the variates and these same values are used in CGIII.puting x. Figo 3. 
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We now need the operator L (sigma ) which means "obtain the sum" and 
the quantity ~. the deviation of any variate from the mean. For the 
Gaussian distribution, A = '1'£ d1)N or the square root of the mean of the 
squares of the deviations~ Croxton gives a more convenient method of cal
culating Ao For the Poisson distribution s =,fl. For the Bernouilli 
distribution s = ypqn. · 

Notes on the Figurest The Gaussian distribution~, Figs. 1, 4 and 5 
are in solid lines because the distribution is continuous. The Poisson 

0 

0 

o....;;::;: 

~. "': F19. 4-
-~-

-~-s- ~ 

5 lO 

Fig. 4. See text, X = 10, s = 3.2 for 
both curves. 

Figo 5. See text, means of compone11ts 
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distributions, Figs. 2 and 4, and the Bernouilli, Fig. 3 are plotted by 
dots tied togttther with dasheso These are discontinuous distributions. 
Rig. 4 shows that, if the mean and standard deviation are the same and 
the mean is l~ge enou~h, then the Gaussian and Poisson distributions are 
nearly the same. 

Figo 5 is to illustrate an often overlooked point. If two overlap
ping Gaussian distributions are added together the resulting distribution 
may have either one or two peaks depending on the distance between the 
means of the components. If there are two peaks, they will be separated 
by less than the distance between the means of the components. If the 
separation of the peaks is zero then the SUlllllled curve has only one broad
ened peak. 

The term "sample size" refers only to the number of variates con
tained in the sample. A 11111ch misused statistic is the "standard error of 
the mean". This is the standard deviation of an array of means of sam
ples, all 2f .:!::!:!! §.!!!!! l!!!!• drawn from a population. Its estimate is 
Sf ,. sl/fi. ( s divided by square root of N -Ed. ) It is useful in deciding 
wtiether two samples of the same size were drawn from the same or different 
populationso It cannot be used when the sample sizes are different. 

As far as we have carried the matter here, statistics provides pro
cedures for obtaining useful information from arrays of observations. 
Statistics cannot develop information which is not in the observations. 
The accuracy of the information depends on a correct choice of statisti
cal procedures. The arithmetic involved is sometimes tedious but seldom 
diff1C1llt. 
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